
Supplementary Materials for “How to Study Trust in AI-Assisted Decision Making? A
Survey of Empirical Methodologies”

1 TRUST DEFINITIONS
(1) “an attitude that an agent will achieve an individual’s goals in a situation characterized by

uncertainty and vulnerability” by Lee and See [11] and Lee and Moray [10] (n=9, 11.25%);
(2) “the willingness of a party to be vulnerable to the actions of another party based on the expectation

that the other will perform a particular action important to the trustor, irrespective of the ability
to monitor or control that party” by Mayer [14] (n=5, 6.25%);

(3) “evolving affective state including both cognitive and affective elements and emerges from the
perceptions of competence and a positive, caring motivation in the relationship partner to be
trusted” by Ekman [7], which is stated to be a combination of the definitions by Lee and See
[11] and Mayer et al. [14] (n=1, 1.25%);

(4) “the extent to which a user is confident in, and willing to act on the basis of, the recommendations,
actions, and decisions of an artificially intelligent decision aid” by Madsen [12] (adapted from
McAllister [15]) (n=2, 2.5%);

(5) “an evolving, affective state including both cognitive and affective elements and emerges from
the perceptions of competence and a positive, caring motivation in the relationship partner to be
trusted” by Young and Albaum [23] (n=1, 1.25%);

(6) “a psycho-physiological state that involves a firm belief about another’s intention and one’s
willingness to act by following their words, expressions, decisions, or actions” by Bonn and
Holmes [1] (n=1, 1.25%);

(7) “a psychological state, resulting from knowledge, beliefs, and assessments related to the decision-
making situation, which creates confident expectations for human-machine system performance
and guides operator reliance on automation” by Rajaonah et al. [20] (n=1, 1.25%);

(8) proposed their own definition: “a relationship between two entities(trustor: users and trustee:
AI technologies) guided by compound cognitive processes (mental deliberation, reasoning and
mental processing involving memory, learning and accumulated knowledge) during the evalua-
tion of the trustworthiness of a trustee(AI technology) by a trustor (user) based on the accumula-
tion of the following: trustor’s (user’s) intentions, beliefs, and anticipated behaviors” inspired by
[2], [4] (n=1, 1.25%);

(9) “confidence in a robot’s decision-making capabilities and therefore the likelihood to follow those
decisions” with a flawed source stated (n=1, 1.25%);

(10) “a latent (hidden, unobservable) variable that summarizes (mental model) past experience with
an agent/robot, which is useful for predicting future behavior of the trustee and making a decision
to put oneself in a position of vulnerability” with no source stated (n=1, 1.25%);

(11) “how confident an individual is in the abilities of the other members of the group” with no
source stated (n=1, 1.25%).
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2 TRUST QUESTIONNAIRES USED IN HUMAN-AI LITERATURE
2.1 Human Trust in Automation Scale by Jian et al.
By Jian et al[9]. Instructions: Below is a list of statements for evaluating trust between people
and automation. There are several scales for you to rate intensity of your feeling of trust, or your
impression of the system while operating a machine. Please select the option which best describes
your feeling or your impression using the 7-point scale ranging from 1 (not at all) to 7 (extremely).

• The system is deceptive. (R - reverse coded items)
• The system behaves in an underhanded (concealed) manner. (R)
• I am suspicious of the system’s intent, action, or outputs. (R)
• I am wary of the system. (R)
• The system’s actions will have a harmful or injurious outcome. (R)
• I am confident in the system.
• The system provides security.
• The system has integrity.
• The system is dependable.
• The system is reliable.
• I can trust the system.
• I am familiar with the system.

2.2 Trust in Automation by Muir
By Muir [18]. Please select a value from 1 to 10, where 1 = Not at all and 10 = Completely.

• To what extent can the system’s behavior be predicted from moment to moment?
• To what extent can you count on the system to do its job?
• What degree of faith do you have that the system will be able to cope with allsystems “states
in the future”?

• Overall how much do you trust the system?

2.3 Human-Computer Trust Scale (HCT) by Madsen
By [12].
(1) Perceived Reliability
R1) The system always provides the advice I require to make my decision.
R2) The system performs reliably.
R3) The system responds the same way under the same conditions at different times.
R4) I can rely on the system to function properly.
R5) The system analyzes problems consistently.

(2) Perceived Technical Competence
T1) The system uses appropriate methods to reach decisions.
T2) The system has sound knowledge about this type of problem built into it.
T3) The advice the system produces is as good as that which a highly competent person could

produce.
T4) The system correctly uses the information I enter.
T5) The system makes use of all the knowledge and information available to it to produce its

solution to the problem.
(3) Perceived Understandability
U1) I know what will happen the next time I use the system because I understand how it

behaves.
U2) I understand how the system will assist me with decisions I have to make.
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U3) Although I may not know exactly how the system works, I know how to use it to make
decisions about the problem.

U4) It is easy to follow what the system does.
U5) I recognize what I should do to get the advice I need from the system the next time I use it.
(4) Faith
F1) I believe advice from the system even when I don’t know for certain that it is correct.
F2) When I am uncertain about a decision I believe the system rather than myself.
F3) If I am not sure about a decision, I have faith that the system will provide the best solution.
F4) When the system gives unusual advice I am confident that the advice is correct.
F5) Even if I have no reason to expect the system will be able to solve a difficult problem, I still

feel certain that it will.
(5) Personal Attachment
P1) I would feel a sense of loss if the system was unavailable and I could no longer use it.
P2) I feel a sense of attachment to using the system.
P3) I find the system suitable to my style of decision making.
P4) I like using the system for decision making.
P5) I have a personal preference for making decisions with the system.

2.4 Trust in Teammate by Ross
By [21]. Questions 9 and 10 of this survey seem not to be included.

1. To what extent does Teammate A perform this search-and-rescue task effectively?
Very Little 1 2 3 4 5 6 7 8 9 A Great Amount
5. To what extent can you anticipate Teammate A’s behavior with some degree of confidence?
Very Little 1 2 3 4 5 6 7 8 9 A Great Amount
3. To what extent is the Teammate A free of errors?
Very Little 1 2 3 4 5 6 7 8 9 A Great Amount
4. To what extent do you have a strong belief and trust in Teammate A to do
the search-and-rescue task in the future without being monitored?
Very Little 1 2 3 4 5 6 7 8 9 A Great Amount
5. How much did you trust the decisions of Teammate A overall?
Very Little 1 2 3 4 5 6 7 8 9 A Great Amount
6. What percentage of responses by Teammate A do you think were correct?

_____________ (enter a value between 0% to 100%)
7. How often did you notice an error made by Teammate A?
Not At All 1 2 3 4 5 6 7 8 9 Many Times
8. To what extent did you lose trust in Teammate A when you noticed it made an error?
Very Little 1 2 3 4 5 6 7 8 9 A Great Amount
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2.5 Semantic Pairs for Credibility by Ohanian
By [19].

Attractiveness
Attractive-Unattractive
Classy-Not Classy
Beautiful-Ugly
Elegant-Plain
Sexy-Not sexy

Trustworthiness
Dependable-Undependable
Honest-Dishonest
Reliable-Unreliable
Sincere-Insincere
Trustworthy-Untrustworthy

Expertise
Expert-Not an expert
Experienced-Inexperienced
Knowledgeable-Unknowledgeable
Qualified-Unqualified
Skilled-Unskilled

2.6 Trust in Automation by Chien et al.
By [3], encompassing the cultural aspects.

Dimension Survey Items Strongly
Disagree Disagree Neither Agree

nor Disagree Agree Strongly
Agree

General: Automation,
Performance,
Expectancy

Using a smart phone increases my effectiveness on my jobs. 1 2 3 4 5
Using a smart phone will improve my output quality. 1 2 3 4 5
Using a smart phone will increase my chances of achieving
a higher level of performance. 1 2 3 4 5

General: Automation,
Process,

Transparency

The information that a smart phone provides is of high quality. 1 2 3 4 5
A smart phone provides sufficient information. 1 2 3 4 5
I am satisfied with the information that a smart phone provides. 1 2 3 4 5

General: Automation,
Cultural-Technological

Context

I prefer to use a smart phone to make decisions under high workload situations. 1 2 3 4 5
Using a smart phone helps me to expend less effort to accomplish tasks. 1 2 3 4 5
Using a smart phone helps me accomplish tasks with lower risks. 1 2 3 4 5

Specific: Automation,
Performance,
Expectancy

GPS improves my performance. 1 2 3 4 5
GPS enables me to accomplish tasks more quickly. 1 2 3 4 5
GPS increases my productivity. 1 2 3 4 5

Specific: Automation,
Process,

Transparency

My interaction with GPS is clearly understandable. 1 2 3 4 5
GPS is user-friendly. 1 2 3 4 5
GPS uses appropriate methods to reach decisions. 1 2 3 4 5

Specific: Automation,
Purpose,
Influence

I am confident about the performance of GPS 1 2 3 4 5
When an emergent issue or problem arises, I would feel comfortable
depending on the information provided by GPS. 1 2 3 4 5

I can always rely on GPS to ensure my performance. 1 2 3 4 5

, Vol. 1, No. 1, Article . Publication date: September 2020.



5

2.7 Pedestrian ReceptivityQuestionnaire by Deb et al.
By [6]. A fully autonomous vehicle (FAV) is driven by technology instead of by a human. A FAV is
equipped with radars, cameras, and sensors which can detect the presence, position, and speed
of other vehicles or road-users. With this information, the FAV can then respond as needed by
stopping, decelerating and/or changing direction. A driverless vehicle has the potential to reduce
pedestrian-motor vehicle crashes and to decrease the possibility of severe injuries by controlling
the driving task effectively.You have recently learned that there will be fully autonomous vehicles
on the road in your area. As you consider this,how much would you agree or disagree with the
following statements.

All items will be measured on the following 7-point Likert scale:
1 = strongly disagree; 2 = moderately disagree; 3 = somewhat disagree; 4 = neutral (neither

disagree nor agree); 5 = somewhat agree; 6 = moderately agree; 7 = strongly agree

Note: A-Attitude, S-Social norms, E-Effectiveness, T-Trust, C-Compatibility. Higher scores indicate
higher receptivity toward FAV.

1. (A) FAVs will enhance the overall transportation system.
2. (A) FAVs will make the roads safer.
3. (A) I would feel safe to cross roads in front of FAVs.
4. (A) It would take less effort from me to observe the surroundings and cross roads if there are

FAVs involved.
5. (A) I would find it pleasant to cross the road in front of FAVS.
6. (S) People who influence my behavior would think that I should cross roads in front of FAVs.
7. (S) People who are important to me would not think that I should cross roads in front of

FAVs.[reverse-scaled]
8. (S) People who are important to me and/or influence my behavior trusts FAVs (or has a positive

attitude towardsFAVs).
9. (E) Interacting with the system would not require a lot of mental effort.
10. (E) FAV can correctly detect pedestrians on streets.
11. (T) I would feel comfortable if my child, spouse, parents – or other loved ones – cross roads

in the presence ofFAVs.
12. (T) I would recommend my family and friends to be comfortable while crossing roads in front

of FAVs.
13. (T) I would feel more comfortable doing other things (e.g., checking emails on my smartphone,

talking to mycompanions) while crossing the road in front of FAVs.
14. (C) The traffic infrastructure supports the launch of FAVs.
15. (C) FAV is compatible with all aspects of transportation system in my area.
16. (E, C) FAVs will be able to effectively interact with other vehicles and pedestrians.

2.8 Trust in AutomationQuestionnaire by Merrit
Trust scale items from [17]

• I believe the AWD is a competent performer
• I trust the AWD
• I have confidence in the advice given by the AWD
• I can depend on the AWD
• I can rely on the AWD to behave in consistent ways
• I can rely on the AWD to do its best every time I take its advice
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2.9 Human-Robot TrustQuestionnaire by Schaefer
By [22]. * marks the questions that can be used for a shorter version of the questionnaire.

The R represents reverse coded items for scoring.

What % of the time will this robot... 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Act consistently*
Protect people
Act as part of the team
Function successfully*
Malfunction (R)
Clearly communicate
Require frequent maintenance (R)
Openly communicate
Have errors * (R)
Perform a task better than a novice human user
Know the difference between friend and foe
Provide Feedback*
Possess adequate decision-making capability
Warn people of potential risks in the environment
Meet the needs of the mission*
Provide appropriate information*
Communicate with people*
Work best with a team
Keep classified information secure
Perform exactly as instructed*
Make sensible decisions
Work in close proximity with people
Tell the truth
Perform many functions at one time
Follow directions*
Be considered part of the team
Be responsible
Be supportive
Be incompetent (R)
Be dependable *
Be friendly
Be reliable *
Be pleasant
Be unresponsive* (R)
Be autonomous
Be predictable *
Be conscious
Be lifelike
Be a good teammate
Be led astray by unexpected changes in the environment

2.10 Trust in E-Commerce by McKnight
By [16]
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2.11 Trust in ManagementQuestionnaire by Mayer
By Mayer [13]
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3 SELECTED HUMAN-HUMAN TRUST QUESTIONNAIRES
3.1 Trust for ManagementQuestionnaire
By [13]. See above.

3.2 Behavioral Trust Inventory
By [8].

, Vol. 1, No. 1, Article . Publication date: September 2020.



10

3.3 TrustQuestionnaire by Currall and Judge
By [5].
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